
JOURNAL OF LATEX CLASS FILES, VOL. 14, NO. 8, AUGUST 2021 1

Optimal Edge Caching For Individualized Demand
Dynamics

Guocong Quan, Atilla Eryilmaz, Senior Member, IEEE, Ness B. Shroff, Fellow, IEEE

Abstract—The ever-growing end user data demands, and the
reductions in memory costs are fueling edge-caching deploy-
ments. Caching at the edge is substantially different from that at
the core and needs to consider the nature of individualized data
demands. For example, an individual user may not be interested
in requesting the same data item again, if it has recently requested
it. Such individualized dynamics are not apparent in the aggre-
gated data requests at the core and have not been considered
in popularity-driven caching designs for the core. Hence, these
traditional caching policies could induce significant inefficiencies
when applied at the edges. To address this issue, we develop new
edge caching policies optimized for the individualized demands
that also leverage overhearing opportunities at the wireless edge.
With the objective of maximizing the hit ratio, the proposed
policies will actively evict the data items that are not likely to be
requested in the near future, and strategically bring them back
into the cache via overhearing when they become popular again.
Both theoretical analysis and numerical simulations demonstrate
that the proposed edge caching policies could outperform the
popularity-driven policies that are optimal at the core.

Index Terms—edge caching, broadcasting, overhearing

I. INTRODUCTION

Data demands are growing exponentially, driven by the
rapid proliferation of edge devices such as the Internet of
Things (IoT), and increasingly capable hand-held devices.
Meanwhile, memory is becoming cheaper, larger, and faster.
These two forces are creating an ideal environment for the
large-scale deployment of edge caching to support fast data
retrieval [1]–[4]. While, extensive studies [5]–[8] have been
conducted to optimize caching strategies for relatively station-
ary data demands at the network core, caching at the edges due
to its individualized demand dynamics, is quite different from
the core, and therefore should be studied in their own right.
In this paper, we will propose new caching policies optimized
for the individualized data demands at the wireless edges.

A. Challenge: Individualized Demands at Network Edges
At the network core, data demands are aggregated from

a large number of end-users, as shown in Fig. 1. Thus, the
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demand dynamics of each individual user could become negli-
gible, which leads to relatively stationary data popularities for
the population. Various popularity-driven policies have been
proposed for optimizing caching at the core [6], [9]. Inspired
by the observation that data items recently requested by one
user are very likely to be requested again by others, the least
recently used (LRU) policy estimates the popularity by the data
recency and caches the most recently requested data items. The
LRU policy and its variants have been widely implemented at
the core, and validated to achieve good performance [10]–[12].

Fig. 1: Caching at the core v.s. caching at the edge.

In contrast, edge caching serves a small group of users, or
even a single user, where the data demands are more individu-
alized. Those have fundamentally different dynamics than the
population demand models. In particular, after requesting a
data item, the user may not be likely to request the same data
item again in the near future. One supportive reason is that
users may lose interest in seeing similar content repeatedly.
A common methodology applied by recommendation systems
is to avoid presenting similar content consecutively [13]–
[15]. Another evidence is that users may need some time
to process the recently requested data. A trace analysis on
Yelp has demonstrated considerable time gaps between users’
actions [16]. Hence, data popularities at the edges could
change dramatically even after every request. The popularity-
driven policies designed for the core cannot make adaptive
decisions for such individualized demands, and may achieve
poor performance at the edges.

In Fig. 2, we illustrate an example showing that the LRU
policy could make irrational decisions for edge caching, since
the recently requested data items typically have small pop-
ularities at the edges, which is opposite to the experience
at the core. Assume that an individual user will not request
the same data item in the near future after each request1.

1The data requests are generated with N = 1000, b = 50, si =
5000, βi = c · i−1.4, c = 1/

∑N
i=1 i

−1.4 = 0.3392, 1 ≤ i ≤ N , where the
detailed parameter definitions are introduced in Section II-A
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Fig. 2: Degenerate performance of LRU when serving a small
group of users.

We simulate the hit ratio achieved by a single LRU cache
serving aggregated data requests from a group of users. The
LRU policy achieves good performance when the number of
users is large (i.e., the network core scenario). However, the
performance degenerates significantly as the number of users
decreases (i.e., the network edge scenario). Interestingly, when
the cache serves one user, the hit ratio will decrease to zero,
which indicates that the LRU policy almost always makes the
wrong decisions.

B. Solution: Active Eviction and Strategical Overhearing
To address this issue, we develop new adaptive edge caching

policies customized for the individualized demands. In an ideal
case, the policy should frequently update the cache content and
only store data items that are most likely to be requested in
the near future. We will leverage the overhearing opportunities
at the wireless edges to mimic this ideal design.

Specifically, an edge cache can overhear the broadcasted
data items over the wireless channels, even when it is not
the intended receiver. To achieve high caching efficiency, we
may actively evict the recently requested data items that will
not be needed in the near future, and strategically bring them
back into the cache later through overhearing when their
popularities rise up sufficiently again. With the objective to
maximize the overall hit ratio, we optimize the eviction and
overhearing decisions for two different settings depending on
how the overhearing opportunities are generated. Under the
time-driven overhearing setting (cf. Section III), the overhear-
ing opportunities are described by Poisson processes that are
independent of the data requests and out of the designer’s
control. Under the event-driven overhearing setting (cf. Sec-
tion IV), the overhearing opportunities are generated when an
item is requested and is unavailable at a user, which triggers
its broadcast over the wireless channel, hereby generating an
overhearing opportunity for all other users. Our contributions
are summarized as follows.
• With the objective to maximize the overall hit ratio,

we propose an optimal caching and overhearing policy
for the time-driven overhearing setting. Specifically, we
first prove that the hit ratio maximization problem is
nonconvex. By exploiting an informative structure of
the optimal solutions, we then convert the nonconvex
problem to a convex one and propose efficient algorithms
to solve it (see Section III).

• We propose an asymptotically optimal caching and over-
hearing policy for the event-driven overhearing setting.
Although the overhearing process is not fully tractable
under this setting, we are inspired by the structure of
the optimal policy under time-driven overhearing and
propose a policy for event-driven overhearing, which is
asymptotically optimal when the number of edge caches
in the system is sufficiently large (see Section IV).

• We extend our main results for both time-driven and
event-driven overhearing scenarios to a more general
data demand setting, where different users can have
heterogeneous demand patterns (see Section V).

• We conduct extensive simulations to validate that the
proposed policies can achieve better performance than
a few benchmarks (see Section VI).

C. Related Works

Conventional caching analysis for stationary data demands
typically assumes an independent reference model (IRM),
where the data requests are assumed to be generated from
a stationary popularity distribution independently. Popularity
driven caching policies are proposed for such scenarios in
different systems [6], [17]. Historical request information
including data recency and frequency are commonly leveraged
to estimate the popularity, and inspire the design of LRU, LFU,
LIRS and other variants [9], [18]–[21]. Among the various
caching policies, the time-to-live (TTL) based policies have
garnered significant attention, since they are not only easy
to implement in real practice, but also provide tractability
and flexibility to optimize different system goals [22]–[25].
However, how to design a good TTL-based policy for edge
caching with individualized demand dynamics still lacks a
systematic study.

To characterize the non-stationary data demands whose
popularities may evolve over time, a shot noise model (SNM)
is proposed in [26], where the request process of a data
item is described by a time-inhomogeneous Poisson process.
Compared to IRM, SNM could better characterize the temporal
locality and is validated by real data traces collected from
more than 10000 IPs. However, under the general SNM, the
theoretical analysis of some caching strategies may become
intractable. To address this issue, an ON-OFF traffic model is
proposed in [27], which captures time-variant data popularities
and supports efficient analysis for a number caching strategies.
An age-based threshold (ABT) caching policy is proposed for
small user populations under SNM [28].

Numerous studies have explored methods for tracking dy-
namic data demands and optimizing caching decisions to
achieve better efficiency [29]–[33]. However, they are different
from this paper in the following aspects. 1) Existing works
typically consider the aggregated demands from a group of
users and attempt to track the dynamic demands over a rela-
tively long time period by collecting historical requests from
different users. The individualized demands that could change
dramatically in a short time period (e.g., after each request
for the data item) have not been well addressed by existing
works. 2) These works did not explore the joint optimization
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of overhearing and caching decisions when demands are dy-
namically changing. In this paper, we fill the gap by proposing
a new model to describe the individualized demand dynamics
and designing new edge caching policies that achieve provably
better performance by leveraging overhearing opportunities at
the wireless edges.

Another prevalent category of dynamics in caching prob-
lems is the content dynamics, where each data item could
be occasionally refreshed, rendering older versions obsolete.
Different caching strategies have been explored to optimize
caching efficiency and content freshness [34]–[36]. We note
that such content dynamics are different from the demand dy-
namics investigated in this paper, because the data popularity
changes under content dynamics are triggered by the refresh
of content sources, while popularities under demand dynamics
are changing with users’ actions (e.g., recent requests). Fur-
thermore, edge caching with overhearing opportunities have
been shown great potential to improve energy efficiency,
transmission delays and data freshness [37]–[41], but these
designs didn’t consider the individualized demand dynamics.

II. MODEL DESCRIPTION

In this section, we will first formally model the edge demand
dynamics by ON-OFF processes. Then we will introduce TTL
based caching and overhearing policies and formulate a hit
ratio maximization problem.

Fig. 3: Edge caching with individual data demand.

A. Individual Demand Dynamics

Consider M edge caches connected to a base station through
wireless channels, as shown in Fig. 3. Each edge cache serves
data requests from a single user. We use m, 1 ≤ m ≤ M ,
to index an edge cache or the user served by the edge cache
interchangeably. Let {di, 1 ≤ i ≤ N} denote a set of N
distinct data items. Assume that the data items are of unit size
and each edge cache has a size of b, 0 < b ≤ N . Each edge
cache serves an individual user independently. If the requested
data is stored in the cache, then the request could be served
immediately with a low latency, which is called a cache hit.
Otherwise, the requested data has to be obtained from the
backend data storage and sent back to serve the user’s demand,
which is called a cache miss.

To characterize the demand dynamics of individual users,
we model the requests for the data item di, 1 ≤ i ≤ N ,
generated by each user as a renewable ON-OFF process.
Specifically, after the user requests di, he/she will not request
it again within si units of time, which is the OFF period.
The OFF period can effectively capture the transfer of user

interests as well as the time gaps between users’ actions as
demonstrated by a trace analysis on Yelp [16]. After the OFF
period, the next request for di will be generated based on a
Poisson process with rate βi, which is the ON period. Without
loss of generality, we assume that the data items are indexed
such that βi’s are decreasing with respect to i. When a new
request is generated in the ON period, a subsequent OFF
period starts immediately and the ON-OFF process is renewed.

For example, Fig. 4 illustrates a sequence of requests for
the data item d1 with s1 = 2 and β1 = 1. The first request
for d1 is initiated at epoch 0. After the first request, there is
an OFF period of a fixed duration 2, during which, the user
is not interested in requesting d1. Starting from epoch 2, the
first OFF period ends, ushering in an ON period, where the
user would request d1 again. Within the ON period, the next
request for d1 will be generated based on a Poisson process
with a rate β1 = 1. In this example, the next request occurs
at epoch 4, at which time, the second OFF period starts and
the whole process is renewed.

Fig. 4: Individualized demands characterized by renewable
ON-OFF processes.

The proposed renewable ON-OFF process describes how a
user’s demand for a data item will evolve based on the user’s
recent requests for it. The proposed model could characterize
different demand patterns depending on the value of si
• When 0 < si < +∞, the data item won’t be requested

again in the near future, if the user has recently made
a request for it. However, over time, the user might
regain interest in it. For example, music within a playlist
typically follow this demand pattern.

• When si = +∞, di will never be requested again
after the first request for it. For example, the weather
information for today is rarely in demand beyond the
current day.

• When si = 0, the requests for data item di will be
generated following a Poisson arrival process with a con-
stant rate βi, which indicates that users are consistently
interested in such data items. This setting corresponds
to the conventional accumulated demand patterns at the
network core.

In this paper, we assume that the parameters si and βi are fixed
and known, and focus on how we should update the edge cache
content for a set of candidate data items with different demand
patterns (i.e., different βi, si values). In real practice, si and βi
could be unknown and different approaches could be applied
to estimate them. As an illustration, we can employ clustering
algorithms to group users with similar interests, enabling us
to leverage the observed historical requests from similar users
to estimate parameters for others [29].

In the main paper, we consider the homogeneous demand
dynamics, where different users have the same request pattern
(i.e., si, βi only depend on the data item di and are identical
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for different users). This setting is particularly relevant to
scenarios where individual users have common data interests
(e.g., on-trend music and TV series). The homogeneous setting
helps us focus on the impact of individualized demands at the
network edge as opposed to the aggregated demands at the
network core. Later, in Section V, we will show that most
of the theorems and insights obtained for the homogeneous
setting are also valid when users have heterogeneous demands.

B. Overhearing Opportunities

To improve the edge caching efficiency under such dynamic
data demands, we will leverage overhearing opportunities
over the wireless channels. Specifically, the base station can
broadcast data items from time to time. When the cache
overhears a data item, it may decide to store it or not based on
the adopted caching and overhearing policies. Since the users
are assumed to have common data interests, the overheard data
item could potentially satisfy the demand of multiple users,
and therefore, improves the caching efficiency. Note that the
privacy concerns or the data encryption are not considered
in this paper. Developing efficient edge caching policies with
privacy protection is a crucial avenue for future research.
However, this topic falls outside the scope of this paper.

In this paper, we will investigate optimal caching and over-
hearing policy under the following two different overhearing
scenarios depending on how the overhearing opportunities are
generated.
Scenario 1 (Time-driven overhearing): In this scenario, we
assume that the base station will broadcast each data item
based on independent Poisson processes with given fixed
rates. The caches could passively overhear and need to decide
whether to store the overheard data items. Note that the over-
hearing processes in this scenario are fixed and independent of
caching decisions. The time-driven overhearing opportunities
are given by the environment and our goal is to find good
policies to leverage these opportunities. This simple setting
could provide us informative insights to optimize caching
decisions with overhearing opportunities, which inspires the
policy design for more realistic settings in Scenario 2.
Scenario 2 (Event-driven overhearing): In this scenario, we
consider a more realistic setting. When a cache miss happens
for some data item, e.g., d1, the base station will fetch d1

from the backend storage and send it back to the cache over the
broadcast channel. Meanwhile, the other caches could overhear
d1 and decide whether to cache it or not. Unlike time-driven
overhearing, the event-driven overhearing opportunities are not
fixed or given by the environment. They are shaped by the
miss behaviors, which, in turn, are determined by the caching
policies. Thus, the policy design for this scenario is more
challenging.

C. TTL-Based Caching and Overhearing Policies

To achieve as many hits as possible, the key question to
answer is how to update the cache content. In this paper,
we consider the design where each data item can be updated
separately based on its own rule. Formally, we use a vector
π = (π1, π2, · · · , πN ) to denote the policy for managing the

N data items, where each element πi is the update rule for a
data item di, 1 ≤ i ≤ N . To avoid possible confusion, we call
π a policy and each πi an item policy.

First, consider the item policies that belong to the following
TTL based caching and overhearing item policy set. Define

Πco = {πco(τ, ω) : ω ≥ τ ≥ 0}, (1)

where an item policy πco(τ, ω) is determined by two pa-
rameters, i.e., the caching TTL τ and the deaf TTL ω. The
superscript “co” stands for caching and overhearing.

In particular, assume that the data item di is served by the
item policy πco(τi, ωi). Then every time the data item di is
requested, it will be loaded into the cache regardless of a hit
or a miss. Meanwhile, a caching timer with duration τi and
a deaf timer with duration ωi (ωi ≥ τi) will be initiated. In
Fig. 5, we illustrate an item policy πco(τ1, ω1) for d1 with
τ1 = 3 and ω1 = 7.

1) Until the caching timer expires, di will be cached but
promptly evicted once the timer runs out. In Fig. 5, d1

will be cached during the period [0, 3] and evicted at
epoch 3.

2) Before the deaf timer expires, the cache refrains from
loading di into cache via overhearing. In Fig. 5, although
d1 is broadcasted at epoch 5, it will not be loaded into
cache based on the chosen policy.

3) After the deaf timer expires, the cache will opportunis-
tically store di via overhearing when it is broadcasted.
Once a request for di is generated and fulfilled, both two
timers will be reset, and the procedure will be renewed to
serve the next request. In Fig. 5, d1 will be overheard and
loaded into the cache at epoch 8, if the second request
for d1 is not generated before epoch 8.

Fig. 5: TTL-based caching and overhearing policy.

It is easy to observe that whether the next request for di is
a hit or a miss depends on when it arrives. We still use the
example in Fig. 5 to illustrate this process.

1) Request before eviction: If the second request for d1

arrives before the caching timer expires (i.e., epoch 3),
then it is a cache hit since d1 has not been evicted yet.

2) Request during the deaf period: If the second request
for d1 arrives in the period [3, 7], then a cache miss
occurs. To serve the request, d1 has to be fetched from
the backend storage.

3) Request before overhearing: If the second request for d1

arrives in the period [7, 8], then d1 is still a cache miss.
4) Request after overhearing: If the second request for d1

arrives after epoch 8, then it is a cache hit and the request
can be served from the cache.

Note that how to strategically choose τi and ωi parameters
is crucial to efficiently utilize the limited cache space. For
example, if ωi is very large, the next request for di is very
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likely to be generated before the deaf period expires, and the
hit ratio will be low. Instead, if ωi takes a small value, we
could overhear and load it into the cache at the very early
stage, but it would be a waste of cache space if di will not be
requested in the near future.

To further expand the design space, we allow randomization
for the item policies. Let

Πrco ∆
={

πrco((q(1), · · · , q(n)
)
,
(
τ (1), · · · , τ (n)

)
,
(
ω(1), · · · , ω(n)

))
:

0 ≤ q(j) ≤ 1,

n∑
j=1

q(j) = 1, 0 ≤ τ (j) ≤ ω(j),

1 ≤ j ≤ n, n ∈ N
}

denote the set of all possible randomized item policies based
on Πco, where the superscript “rco” stands for randomized
caching and overhearing. Each randomized item policy is a
randomization of n deterministic item policies in Πco, where
n could be any positive integer and q(j) is the probability to ap-
ply the j-th deterministic item policy πco(τ (j), ω(j)). Suppose
di is served by πrco(qi, τ i,ωi) with qi = (q

(1)
i , · · · , q(n)

i ),
τ i = (τ

(1)
i , · · · , τ (n)

i ) and ωi = (ω
(1)
i , · · · , ω(n)

i ). Every time
the data item di is requested, a deterministic item policy
πco(τ

(j)
i , ω

(j)
i ) will be selected with a probability q

(j)
i and

applied to update the cache content, 1 ≤ j ≤ n. Notably,
each item di can be served by its customized item policy with
carefully-selected parameters qi, τ i and ωi. And the caching
decisions for different data items are independent. Thus, we
can analyze the hit ratio of each data item separately. Since
the caches are homogeneous, we assume that the item policies
for the same data item are identical on difference caches.

D. Hit Ratio Maximization

For each data item di, 1 ≤ i ≤ N , we define its expected
hit ratio achieved by an item policy πi on an edge cache as

hi(πi)

∆
= E

[
lim
T→∞

Number of hits for di during [0, T ] under πi
Number of requests for di during [0, T ]

]
.

Let pi denote the probability that a request is for data item di,
1 ≤ i ≤ N , which can be calculated as

pi =
1

si + 1/βi

/
N∑
j=1

1

sj + 1/βj
. (2)

Since the demand dynamics are homogeneous across different
caches, the overall expected hit ratio of all M caches is equal
to the expected hit ratio of a single cache, which can be
expressed by

∑N
i=1 pihi(πi). We would like to maximize the

overall expected hit ratio under the cache capacity constraint.
For an edge cache, define the expected cache occupancy for
di as

ri(πi)
∆
= E

[
lim
T→∞

1

T
·
(
Duration when di is stored

in the cache during [0, T ]
)]
,

which characterizes the average cache space used for storing
di. The cache capacity constraint states that the expected cache
occupancy of all data items should not exceed the cache size.
Notably, the cache capacity constraint considers the average
cache occupancy rather than the real-time cache occupancy.
We adopt the cache capacity constraint in an average sense
for the following reason:
• It simplifies the analysis of the hit ratio maximization

problem, which enables us to design efficient caching
policies with provable performance.

• The caching policy obtained under the average cache
capacity constraint could be easily generalized to satisfy
to real-time cache capacity constraint with minor perfor-
mance regressions. For example, if loading an overheard
item into cache will violate the real-time cache capacity
constraint, we have the option to reject the operation.

Formally, we propose the hit ratio maximization problem

max
πi

N∑
i=1

pi · hi(πi) (3)

subject to πi ∈ Πrco, 1 ≤ i ≤ N,
N∑
i=1

ri(πi) ≤ b.

The objective is to maximize the overall hit ratio of an
edge cache by selecting the optimal item policy for each
data item from the item policy set Πrco. Since the demand
dynamics are homogeneous across different caches, applying
the optimal policy of the proposed problem to all M caches
should maximize the overall hit ratio of the entire system.

Note that the optimal caching policies will not change over
time, instead it captures the statistics of the demand dynamics
and maximizes the expected overall hit ratio. However, if the
statistics used to characterize the demand dynamics (i.e., si
and βi) are time varying, it would necessitate the optimal
policy to change over time. Such a topic, however, falls outside
the scope of this paper’s discussion. Next, we will investigate
this problem under the two different overhearing settings, i.e.,
time-driven and event-driven overhearing.

III. EDGE CACHING WITH TIME-DRIVEN OVERHEARING

In this section, we consider the time-driven overhearing
scenario where the overhearing processes of the users are gov-
erned by independent processes. This is particularly relevant
to scenarios where the base station broadcasts the items at
a regular rate. In particular, we assume that the overhearing
opportunity of the data item di is a Poisson process with
rate λi, 1 ≤ i ≤ N . Each cache may decide to load the
overheard item into its cache or not, depending on the caching
and overhearing policy.

A. Hit Ratios and Cache Occupancies

Since the caches are homogeneous and the overhearing
process is independent of the number of caches, it suf-
fices to analyze the system with a single cache. To sim-
plify the notations, we use hco

i (τi, ωi)
∆
= hi(π

co(τi, ωi)) and
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rco
i (τi, ωi)

∆
= ri(π

co(τi, ωi)) to denote the expected hit ratio
and cache occupancy of the data item di, if it is served by
the deterministic item policy πco(τi, ωi). In Theorem 1, we
characterize hco

i (τi, ωi) and rco
i (τi, ωi) explicitly.

Theorem 1. For time-driven overhearing, if the data item di
is served by a deterministic item policy πco(τi, ωi) ∈ Πco, we
have
(1) for τi ≤ ωi ≤ si,

hco
i (τi, ωi) = 1− βi

λi + βi
exp(−λi(si − ωi)),

rco
i (τi, ωi) =

1

E[Xi]

( βi
λi(λi + βi)

exp(−λi(si − ωi))

+ si − ωi −
1

λi
+

1

βi

)
,

(2) for τi ≤ si ≤ ωi,

hco
i (τi, ωi) =

λi
λi + βi

exp(−βi(ωi − si)),

rco
i (τi, ωi) =

1

E[Xi]
· λi
βi(λi + βi)

exp(−βi(ωi − si)),

(3) for si ≤ τi ≤ ωi,

hco
i (τi, ωi) = 1− exp(−βi(τi − si))

+
λi

λi + βi
exp(−βi(ωi − si)),

rco
i (τi, ωi) = 1 +

1

E[Xi]
·
( λi
βi(λi + βi)

exp(−βi(ωi − si))

− 1

βi
exp(−βi(τi − si))

)
,

where Xi is defined as the inter-request time for di and
E[Xi] = si + 1/βi.

The proof of Theorem 1 is presented in Appendix A. Note
that for a fixed τi < si, hco

i is concave with respect to ωi
when ωi < si − τi and convex when ωi ≥ si − τi. Therefore,
the original problem (3) is a nonconvex optimization problem,
which is difficult to solve in general. However, for this specific
problem, we could find the global optimum by exploiting an
informative structure of the optimal solution, which will be
presented in Section III-B.

Next, we will leverage Theorem 1 to calculate the expected
hit ratio and cache occupancy for randomized item policies.
Consider a randomized item policy πrco

i (qi, τ i,ωi) for the data
item di with qi = (q

(1)
i , · · · , q(n)

i ), τ i = (τ
(1)
i , · · · , τ (n)

i ),
ωi = (ω

(1)
i , · · · , ω(n)

i ). Let hrco
i and rrco

i denote the expected
hit ratio and the expected cache occupancy achieved by πrco

i .
We derive the explicit expression for hrco

i and rrco
i in the

following theorem.

Theorem 2. For time-driven overhearing, if the data item di
is served by a randomized item policy πrco(qi, τ i,ωi), then
we have

hrco
i (qi, τ i,ωi) =

n∑
j=1

q
(j)
i · h

co
i (τ

(j)
i , ω

(j)
i ),

rrco
i (qi, τ i,ωi) =

n∑
j=1

q
(j)
i · r

co
i (τ

(j)
i , ω

(j)
i ),

where hco
i (τ

(j)
i , ω

(j)
i ), rco

i (τ
(j)
i , ω

(j)
i ) can be explicitly charac-

terized by Theorem 1.

It is shown that the expected hit ratio and cache occupancy
of a randomized item policy can be calculated as the linear
combination of the ones of its basic policies.

B. Informative Structure of Optimal Policies

In this section, we will prove a special structure of the
optimal caching and overhearing policies, which significantly
simplifies the optimization problem. Intuitively, for each data
item, an item policy utilizes the cache space as the resource
to achieve a high hit ratio which can be viewed as the
revenue. Thus, to evaluate how efficient an item policy is,
a straightforward approach is to characterize the relationship
between the hit ratio and the cache occupancy achieved by it.

For each data item di, the hit ratio and the cache occupancy
that can be achieved by some item policy in the set Πrco can be
described by an achievable region in a two-dimensional space.
Formally, define the achievable region for the data item di as

Rco
i = {(r, h) : there exists πi ∈ Πrco such that
πi achieves a cache occupancy r and a hit ratio h for di}.

To better characterize the achievable region Rco
i , we inves-

tigate two specific item policies. Define

πc(τ)
∆
= πco(τ,∞) and πo(ω)

∆
= πco(0, ω).

The caching-only item policy πc(τ) is a specific case of
πco(τ, ω) with a caching TTL τ and an infinite overhearing
TTL, i.e., never overhearing. The overhearing-only item policy
πo(ω) is also a specific case with an overhearing TTL ω and
a caching TTL zero, i.e., evicting the item immediately after
serving its request.

If we restrict the item policy to be selected from the item
policy set {πc(τ) : τ ≥ 0} or {πo(ω) : ω ≥ 0}, then the
achievable region will degenerate to a curve, since it can
be parameterized in one variable (i.e., τ or ω, respectively).
Therefore, the hit ratio achieved by πc(τ) and πo(ω) can be
viewed as a function of the cache occupancy. Formally, for
each data item di, define

hc
i(r)

∆
= hco

i (τi,+∞) and ho
i (r)

∆
= hco

i (0, ωi),

where τi is selected such that rco
i (τi,+∞) = r, and ωi is

selected such that rco
i (0, ωi) = r. For an item di, hc

i(r)
(respectively, ho

i (r)) is the expected hit ratio achieved by
the item policy πc(τi) (respectively, πo(ωi)) such that the
average cache space used to store di is r. The hc

i(r) and ho
i (r)

functions can be easily derived based on Theorem 1. We plot
these two functions in Fig. 6.

Note that, by setting τi = +∞, the item policy πc(τi)
can achieve its maximal hit ratio 1 and the maximal cache
occupancy 1. Under this setting, the data item will always be
stored in the cache. By setting ωi = 0, the item policy πo(ωi)
can achieve its maximal hit ratio ho

i (r
co
i (0, 0)) = hco

i (0, 0),
which is smaller than 1. The reason is that the request of di
may arrive before the overhearing opportunities even when
we set ωi = 0. Based on Theorem 2, any points on the
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Fig. 6: Hit ratio and cache occupancy achieved by the caching-
only item policies and the overhearing-only item policies with
si = βi = λi = 1.

line segment connecting (1, 1) and (rco
i (0, 0), hco

i (0, 0)) can
be achieved by a randomization of πc(+∞) and πo(0).

Formally, we define a randomized caching and overhearing
item policy set

Π̃rco = {πo(ω) : ω ≥ 0}
∪ {πrco((q, 1− q), (+∞, 0), (+∞, 0)) : 0 ≤ q ≤ 1}. (4)

The item policy set Π̃rco contains all overhearing-only item
policies and all possible randomizations of πc(+∞) and πo(0).
The achievable region of Π̃rco can also be characterized by a
curve. We define the hrco

i (r) function as the hit ratio achieved
by an item policy from Π̃rco when the cache occupancy is
r. For r ∈ [0, rco(0, 0)], we have hrco

i (r) = ho
i (r). For

r ∈ (rco(0, 0), 1], hrco
i (r) is the line segment connecting the

points (rco
i (0, 0), hco

i (0, 0)) and (1, 1). In Fig. 6, hrco
i (r) is

the curve labeled by “overhearing only” and the line segment
achieved by randomization. Notably, every point on the curve
hrco
i (r) corresponds to exact one policy in the set Π̃rco, and vice

versa. Based on Theorems 1 and 2, we can easily calculate
the parameters (i.e., ω, q) for an item policy from Π̃rco that
achieves a given hit ratio or cache occupancy.

Next, we show an insightful characteristic of the achievable
region Rco

i .

Lemma 1. For any (r, h) ∈ Rco
i , we have h ≤ hrco

i (r).

The proof is presented in Appendix B. Lemma 1 shows
that the upper boundary of the achievable region Rco

i is
characterized by the function hrco

i (r), based on which, we can
prove an informative structure of the optimal policies.

Theorem 3. For time-driven overhearing, there must exist a
caching and overhearing policy π∗ = (π∗1 , · · · , π∗N ) which is
the optimal solution of problem (3) and satisfies π∗i ∈ Π̃rco for
any 1 ≤ i ≤ N .

Theorem 3 is a direct application of Lemma 1. It shows
that an optimal solution of problem (3) can be found from
the set Π̃rco, which significantly narrows the design space.
By leveraging this informative structure, we solve the optimal
caching and overhearing policy in the next section.

C. Optimal Policy for Time-Driven Overhearing

Directly replacing the policy set in problem 3 with Π̃rco will
still result in a nonconvex optimization. Instead, we will solve

this problem by following two steps.
Step 1: Solve the optimal r∗i ’s of the following problem (5)

max
ri

N∑
i=1

pi · hrco
i (ri) (5)

subject to 0 ≤ ri ≤ 1, 1 ≤ i ≤ N,
N∑
i=1

ri ≤ b.

Note that the original problem (3) is trying to find the optimal
policy parameters (i.e., q, τ and ω). In Step 1, the original
optimization problem in the domain of policy parameters is
converted into a new problem in the domain of the cache
occupancies (i.e., r). Recall that hrco

i (ri) captures the rela-
tionship between the hit ratio and the cache occupancy for
item policies in the set Π̃rco. Using Theorem 3, we can prove
that the optimal occupancies found by problem (5) are actually
the occupancies achieved by the optimal item policies of the
original problem (3). More importantly, Theorems 1 and 2
indicate that the hrco

i (r) functions are concave, 1 ≤ i ≤ N .
Therefore, the optimization problem (5) is convex and can
be solved using standard tools (e.g., KKT conditions and the
water-filling algorithm [42]).
Step 2: Once the optimal solution r∗i ’s of Step 1 is solved,
then based on Theorems 1 and 2, we can easily find the
item policies from the set Π̃rco that achieve r∗i ’s. And these
item policies form an optimal solution of the original hit ratio
maximization problem (3). We use ω∗i ’s and q∗i ’s to denote
the parameters for these item policies. An optimal policy for
time-driven overhearing is formally proposed as follows.
Caching and overhearing policy for time-driven overhear-
ing (πT ): Serve each data item di, 1 ≤ i ≤ N , by a ran-
domized item policy πrco(qi, τ i,ωi) where qi = (q∗i , 1− q∗i ),
τ i = (+∞, 0) and ωi = (+∞, ω∗i ).

The proposed optimal policy reveals the following insights:
1) We should either evict a data item immediately after

serving a request for it (i.e., set τi = 0) or always store
it in the cache (i.e, set τi = +∞). Setting τi ∈ (0,+∞)
will be suboptimal.

2) If we decide to bring an item back into the cache by
overhearing (i.e., set ωi < +∞), then that item should
be evicted immediately after serving each request for it
(i.e., set τi = 0).

These insights will guide us in the more complex scenario of
event-driven overhearing, which is tackled next.

IV. EDGE CACHING WITH EVENT-DRIVEN OVERHEARING

In this section, we consider a more realistic overhearing
setting. When a cache miss happens, the data item will be
fetched from the backend and sent to the user over broadcast
channels. Meanwhile, the other caches could overhear and
decide whether they would like to store this data item. Since
the overhearing opportunities are triggered by cache misses,
the event-driven overhearing process depends on the caching
decisions as well as the number of caches in the system. It can
be easily verified that the overhearing process are not Poisson
under this setting. As a result, the analysis for time-driven
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Fig. 7: Hit ratio and cache occupancy achieved by the caching-
only item policies and the overhearing-only item policies with
si = βi = 1 and M = 10.

overhearing cannot be directly applied for the event-driven
scenario.

A. Hit Ratios and Cache Occupancies

It is difficult to derive the hit ratio and the cache occupancy
for a general caching and overhearing policy, since the over-
hearing process is not tractable under this setting. However, we
are able to characterize a few key properties for some specific
policies, which inspires us to design a provably good policy.

Similar to the notations in Section III, we still use ho
i (·),

hc
i(·), hco

i (·), hrco
i (·) to denote the hit ratios achieved by the

item policies πo, πc, πco, πrco for the data item di, respectively.
The same rules will also be applied to the notations for cache
occupancies. However, the expression of these functions will
be different from those in Section III, since the overhearing
processes have been changed.

Lemma 2. Consider the event-driven overhearing. If di is
served by the item policy πo(ωi), then we have

ho
i (r) = (βisi + 1)r

for 0 ≤ r ≤ ro
i (si). If di is served by the item policy πc(τi),

then its hit ratio and occupancy are exactly the same as those
achieved by πc(τi) for time-driven overhearing, and can be
directly calculated using Theorem 1.

In Lemma 2, we analyze the item policies πc(τi) and
πo(ωi) under event-driven overhearing. The proof is presented
in Appendix C. For the caching-only item policy πc(τi),
the hit ratio and the cache occupancy are exactly the same
as the ones under time-driven overhearing, since πc(τi) sets
ωi = +∞ and is independent of the overhearing process. For
the overhearing-only item policy πo(ωi), the hit ratio of di is
a linear function with respect to the cache occupancy when
0 ≤ r ≤ ro(si) = rco(0, si), or, equivalently when ωi ≥ si.
When ωi < si, the overhearing-only item policy becomes
intractable. We plot the hit ratio and the cache occupancy that
can be achieved by πo(ωi) with ωi ≥ si and πc(τi) with τi ≥ 0
in Fig. 7.

In Lemma 2 we characterize the relationship between hit
ratios and cache occupancies for event-driven overhearing, but
we are not able to analytically solve the parameter ωi that
achieves a given cache occupancy r. To address this issue,

we first assume that the policy parameter ωi to achieve any
r ≤ rco(0, si) is solvable. With this assumption, we will
propose provably good policies in Section IV-B. Then, in
Section IV-C, we will discuss how to implement these policies
in real practice without the proposed assumption.

B. Asymptotically Optimal Policy for Event-Driven Overhear-
ing

Although the hit ratio and the cache occupancy under event-
driven overhearing are not fully tractable, we could still design
provably good polices by leveraging the insights obtained
from the optimal structure under time-driven overhearing. The
general idea is to first construct a shrunken policy set, which
contains less item policies but retains some tractability under
event-driven overhearing. Then, we will find the best policy
from the shrunken policy set and analytically characterize its
performance.

For each data item di, 1 ≤ i ≤ N , define a policy set

Π̂rco
i = {πo(ωi) : ωi ≥ si}
∪ {πrco((qi, 1− qi), (+∞, 0), (+∞, si)) : 0 ≤ qi ≤ 1}. (6)

The set Π̂rco
i contains overhearing-only item policies πo(ωi)

with ωi ≥ si and all possible randomizations of πo(si) and
πc(+∞). The reason to construct such policy sets is that we
could characterize the relationship between hit ratios and cache
occupancies for these item policies based on Lemma 2. Instead
of solving the original problem (3), we would like to find
the best policy from the shrunken policy sets by solving the
following problem

max
πi

N∑
i=1

pi · hi(πi) (7)

subject to πi ∈ Π̂rco
i , 1 ≤ i ≤ N,

N∑
i=1

ri(πi) ≤ b.

Define ĥrco
i (r) as the hit ratio of di achieved by an item

policy from the set Π̂rco
i such that the cache occupancy is r.

We have ĥrco
i (r) = (siβi + 1)r for 0 ≤ r ≤ rco

i (0, si), and

ĥrco
i (r) =

1− (siβi + 1)rco
i (0, si)

1− rco
i (0, si)

· r +
siβir

co
i (0, si)

1− rco
i (0, si)

for rco
i (0, si) ≤ r ≤ 1. The ĥrco

i (r) curve is illustrated in
Fig. 7 as the line segments achieved by overhearing only and
randomization. Every point on the curve ĥrco

i (r) corresponds
an item policy in the set Π̂rco

i , and vice versa. To find the
best item policies from Π̂rco

i , we formulate the following
optimization problem.

max
ri

N∑
i=1

pi · ĥrco
i (ri) (8)

subject to 0 ≤ ri ≤ 1, 1 ≤ i ≤ N,
N∑
i=1

ri ≤ b.
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Since ĥrco
i (r) functions are concave, problem (8) is convex

and can be solved by the same approach that solves prob-
lem (5). Let r∗i ’s denote the optimal solution to problem (8).
We can easily identify the item policy from the set Π̂rco

i

that achieves r∗i , 1 ≤ i ≤ N . We propose a caching and
overhearing policy as follows.
Caching and overhearing policy for event-driven overhear-
ing (πE): Let each data item di, 1 ≤ i ≤ N , be served by the
item policy from the set Π̂rco

i that achieves the cache occupancy
r∗i , i.e., the solution of (8).

To analytically characterize the performance of the proposed
policy πE , we first introduce an upper bound for the achiev-
able hit ratio. For a system consisting of M caches, let h∗(M)
denote the overall hit ratio achieved by the optimal solution of
problem (3) under event-driven overhearing. In the following
lemma, we prove that h∗(M) is upper bounded by a constant
which is defined as hupper.

Lemma 3. Consider a system of M caches where each cache
has a size b. We have

h∗(M) ≤
K∑
i=1

pi + pK+1(βK+1sK+1 + 1)
(
b−

K∑
i=1

1

βisi + 1

)
∆
= hupper, (9)

where K is the integer such that

K∑
i=1

1

βisi + 1
≤ b <

K+1∑
i=1

1

βisi + 1
. (10)

The proof of Lemma 3 is presented in Appendix D. The
upper bound proposed in this lemma is actually the hit ratio
achieved by an idealized policy. The idealized policy assumes
that we could always overhear any data item at any time
and attempts to find the best overhearing time based on the
anticipated arrival time for the next request.

Let hE(M) denote the expected overall hit ratio achieved by
πE in a system consisting of M caches. We characterize the
distance between hE(M) and hupper in the following theorem.

Theorem 4. For the proposed policy πE and K defined in
Equation (10), we have, as the number of caches M → +∞,

0 ≤ h∗(M)− hE(M)

≤ hupper − hE(M) ≤ max
1≤i≤K+1

2
√

(βisi + 1)/M,

which implies that

lim
M→+∞

hE(M) = lim
M→+∞

h∗(M) = hupper.

In Appendix E, we prove Theorem 4 by showing that
the expected inter-overhearing time for each date item will
converge to zero as M goes to infinity. Theorem 4 tells us that
the proposed policy πE for event-driven overhearing setting
is asymptotically optimal as the number of caches goes to
infinity. Intuitively, as the number of caches in the system
increases, it will be more likely to overhear a data item.
The proposed policy could efficiently utilize the overhearing
opportunities and achieve asymptotically optimal performance.

C. Discussion on Implementation

Since the overhearing process is difficult to analyze, in order
to design provably good policies, we previously assumed in
Section IV-A that the cache occupancy achieved by the item
policy πo(ωi), ωi ≥ si, can be analytically solved. Based
on this tractability assumption, we propose and analyze πE

in Section IV-B. In this section, we will discuss how to
implement the proposed policies without this assumption.

First, we note that it is impractical to estimate the cache
occupancy for all possible πo(ωi)’s, since ωi can take any real
numbers. In contrast, we will show that a good performance
can be guaranteed by leveraging an accurate estimation of the
cache occupancy achieved by a specific item policy πo(si).

For the convex problem (8), KKT conditions show that the
optimal solution satisfies that

N∑
i=1

1(r∗i 6= ro
i (si) and 0 < r∗i < 1) ≤ 1, (11)

where ro
i (si) is the cache occupancy achieved by the

overhearing-only item policy πo(ωi) with ωi = si. It indicates
that there is at most one r∗i that takes a value other than ro

i (si),
0 and 1. In other word, except for one item policy, the other
item policies in the optimal solution must be the overhearing-
only item policy πo(si) or a randomization of πo(si) and
πc(+∞). As a result, we could further narrow down the policy
set by considering πo(si) and randomizations of πo(si) and
πc(+∞), i.e.,

{πrco((qi, 1− qi), (+∞, 0), (+∞, si)) : 0 ≤ qi ≤ 1}, (12)

Once we have a good estimation of ro
i (si), all item policies

in this set are tractable.
Therefore, to implement the caching and overhearing policy

πE proposed in Section IV-B, we could solve the hit ratio
maximization problem based on the policy set (12) rather than
the one defined in (6). The solved policy is an approximation
of πE . By applying (11), we can prove that the overall hit
ratio achieved by this approximated policy is within 1 − 1/b
fraction of πE , where b is the cache size.

The remaining problem is how to estimate ro
i (si) values. A

simple idea is to first run an estimation phase to approximate
ro
i (si) and then solve the modified policies using the estimated

values. In the estimation phase, for each data item di, we may
run πo(si) for T units of time, and estimate ro

i (si) by

r̄o
i (si) = (Duration of time when di is cached) /T.

The proposed implementation solution could introduce per-
formance losses compared to the original policy πE due to
the following two reasons:

1) The implemented policy is an approximation of πE by
considering the policy set (12) rather than (6).

2) The caching and overhearing decisions are biased since
the estimation r̄o

i (si) is not accurate.
However, these performance losses could be ignored as long
as the cache size b and the length of the estimation phase T
are sufficiently large.
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V. GENERALIZATION FOR HETEROGENEOUS DEMAND
DYNAMICS

In the main paper, we focus on the homogeneous demand
dynamics, where different users have the same demand pattern
(i.e., si, βi) for a given data item di. The obtained insights and
theorems can be easily generalized for heterogeneous demands
with minor modifications.

We use m, 1 ≤ m ≤M , to index an edge cache or the user
served by the corresponding edge cache interchangeably, since
each edge cache is assumed to serve a single user. Our first
step is to extend the proposed ON-OFF processes to allow
for different demand patterns of the same data item among
different users. For the user m, we use the proposed ON-OFF
process with a OFF-period length s(m)

i and ON-period request
rate β(m)

i to describe the demand dynamics of the data item
di. The popularity of di for user m can be evaluated by

p
(m)
i =

(
s

(m)
i + 1/β

(m)
i

)−1
/ N∑
j=1

(
s

(m)
j + 1/β

(m)
j

)−1
.

Define ν(m) as

ν(m) =

N∑
i=1

(
s

(m)
i + 1/β

(m)
i

)−1
/ M∑
m=1

N∑
i=1

(
s

(m)
i + 1/β

(m)
i

)−1
.

ν(m) represents the ratio of requests that are from user m. We
have

∑M
m=1 ν

(m) = 1.
Similar to the hit ratio and the cache occupancy defined in

Section II-D, we use h(m)
i (π) and r

(m)
i (π) to denote the hit

ratio and the cache occupancy of the data item di in the edge
cache m achieved by the item policy π, respectively.

Our goal is to find the optimal policy such that the overall hit
ratio of the entire system is maximized. We formally propose
the problem as follows.

max
π
(m)
i ,1≤m≤M,1≤i≤N

M∑
m=1

N∑
i=1

ν(m)p
(m)
i · h(m)

i

(
π

(m)
i

)
(13)

subject to π
(m)
i ∈ Πrco, 1 ≤ m ≤M, 1 ≤ i ≤ N,
N∑
i=1

r
(m)
i

(
π

(m)
i

)
≤ b, 1 ≤ m ≤M.

A. Time-Driven Overhearing
The time-driven overhearing process is independent of the

edge caching policy. Under time-driven overhearing, the cache
hit ratio and occupancy of an edge cache are determined by
its own policy and are independent of other caches. Therefore,
maximizing the overall hit ratio of the entire system is equiva-
lent to maximizing the hit ratio of each edge cache separately.
Formally, we can propose M sub-problems, where the m-th
problem is defined as follows.

max
π
(m)
i ,1≤i≤N

ν(m)p
(m)
i ·

N∑
i=1

h
(m)
i

(
π

(m)
i

)
(14)

subject to π
(m)
i ∈ Πrco, 1 ≤ i ≤ N,
N∑
i=1

r
(m)
i

(
π

(m)
i

)
≤ b.

Let {π(m)∗
i : 1 ≤ i ≤ N} denote the optimal solution of the

sub-problem (14), then {π(m)∗
i : 1 ≤ i ≤ N, 1 ≤ m ≤ M}

would be the optimal solution of the original problem (13).
Notably, solving the sub-problem (14) is equivalent to solving
problem (3) that was proposed for the homogeneous setting
previously. Therefore, our analysis for the homogeneous de-
mand setting in Section III is still valid for the heterogeneous
setting with time-driven overhearing. And the proposed πT

policy would be the solution to the sub-problem (14), where
the policy inputs si, βi are replaced by s(m)

i and β(m)
i .

B. Event-Driven Overhearing

The event-driven overhearing process becomes more com-
plicated when the demand dynamics are heterogeneous across
different edge caches. We are not able to split the original
overall hit ratio maximization problem to independent sub-
problems designed for each cache, since the policy for one
cache will impact the overhearing processes as well as the
optimal decision of other caches.

Due to the increased complexity, the policy πE proposed for
homogeneous demand dynamics cannot be directly extended
for heterogeneous settings. Fortunately, the key properties of
hit ratios and cache occupancies characterized in Lemma 2
are still valid for each edge cache. In particular, for the edge
cache m, Lemma 2 holds if we replace si, βi by s(m)

i , β(m)
i .

Similar to the idea of proposing policy πE for homogeneous
demands in Section IV, we will leverage Lemma 2 and the
informative structure characterized in Section III-B to design
a provably good policy.

For the cache m and the data item di, let ζ(i,m) be a
reordering of the data index, such that ζ(i,m) takes distinct
integer values in [1, N ] for different input i, and β

(m)
ζ(i,m) ≥

β
(m)
ζ(j,m) for any 1 ≤ i < j ≤ N . Define the set of items
D(m) = {di : 1 ≤ ζ(i,m) ≤ K(m)}, where K(m) is an
integer such that

K(m)∑
i=1

1

β
(m)
ζ(i,m)s

(m)
i + 1

≤ b <
K(m)+1∑
i=1

1

β
(m)
ζ(i,m)s

(m)
i + 1

. (15)

We say the data item di is a popular data item for user m,
if ζ(i,m) ≤ K(m). Define Ci = {m : ζ(i,m) ≤ K(m)} to
be the set of users, for which di is a popular data item. We
propose the policy πE−O as follows.
Overhearing only policy for event-driven overhearing
(πE−O): For each edge cache m, apply the overhearing only
item policy πo(s

(m)
i ) to serve the data item di, if di ∈ D(m).

Do not overhear or cache the data items that are not in D(m).
πE−O imitates the overhearing decisions of πE , which is

proposed for homogeneous demand dynamics in Section IV-B.
However, to simplify the analysis, πE−O forgoes the caching
only options of πE . For M caches under event-driven over-
hearing, let h∗(M) and hE−O(M) denote the overall expected
hit ratio achieved by the optimal policy and the proposed pol-
icy πE−O, respectively. Assume that β(m)

i is upper bounded
and define βmax = max1≤i≤N,1≤m≤M β

(m)
i . We can prove

that hE−O(M) is close to h∗(M).
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Theorem 5. For the proposed policy πE−O, we have

0 ≤ h∗(M)− hE−O(M)

≤ 1

b
+ max

1≤i≤N

2
√
βmax√∑

m∈Ci

(
s

(m)
i + 1/β

(m)
i

)−1
.

The proof of this theorem uses a similar approach that
proves Theorem 4, and therefore is omitted due to the
page limit. The detailed proof can be found in the tech-
nical report [43]. Theorem 5 indicates limM→+∞ h∗(M) −
hE−O(M) = 1/b, if we have, for any 1 ≤ i ≤ N

lim
M→+∞

∑
m∈Ci

(
s

(m)
i + 1/β

(m)
i

)−1 → +∞. (16)

Condition (16) states that as the user population grows, the
overall request rate for di from the user set Ci also keeps
increasing. Under such conditions, we would have more and
more overhearing opportunities as the user population in-
creases. Theorem 5 reveals an insight that near optimal caching
performance can be achieved by strategically leveraging the
overhearing opportunities (i.e., πE−O), if the demand of each
data item increases consistently when it is exposed to a larger
user population.

Unlike the policy πE that can achieve asymptotically opti-
mal performance for homogeneous demand settings, the policy
πE−O designed for heterogeneous settings always has a 1/b
hit ratio gap with the optimal policy. The reason is that
πE−O adopts an overhearing only mechanism and restricts
the overhearing TTL ω

(m)
i to take either value s(m)

i or +∞
for the ease of analysis. Considering that the cache size b is
typically large, πE−O achieves reasonably good performance.

VI. EVALUATION

We will validate the theoretical results by evaluating the
empirical performance of the proposed πT and πE policies
and comparing them with the following benchmarks:
• The optimal overhearing-only policy: this policy is the

solution of problem (3) with an additional constraint
τi = 0, 1 ≤ i ≤ N , and can be easily solved using
the same approach that solves πT and πE . The optimal
overhearing-only policy evicts the data item immediately
after a request for it.

• The optimal caching-only policy: this policy is the so-
lution of problem (3) with an additional constraint ωi =
+∞, 1 ≤ i ≤ N , and can be easily solved using standard
convex optimization tools. It turns out that the optimal
caching-only policy caches data items with the largest
long term popularities. and achieves better performance
than various conventional policies (e.g., LRU, LFU) un-
der the setting of this paper.

• LFU policy: the policy caches the most frequently used
data items, which is an approximation of the optimal
caching-only policy.

• LRU policy: the policy caches the most recently used data
items.

In Experiments 1 and 2, we evaluate the performance of
these policies under time-driven and event-driven overhearing
settings, respectively.
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Fig. 8: Overall hit ratio with time-driven overhearing.

Experiment 1: In this experiment, we consider the time-
driven overhearing setting. Set b = 50, N = 1000, βi =
c·i−0.8 with c = 1/

∑N
i=1 i

−0.8 and si = 1/βi. Let λi = γ ·βi,
where γ =

∑N
i=1 λi is the overall overhearing rate. Since

the number of caches M does not impact the performance
for time-driven overhearing, we simply set M = 1. We
evaluate the overall hit ratios under different γ values and
depict the results in Figure 8a. It can be observed that
the proposed optimal caching and overhearing policy πT

always outperforms the other benchmarks. The overhearing-
only policy achieves similar performance as πT when γ is
large, which validates that when there are sufficient over-
hearing opportunities, the overhearing-only policy can achieve
near optimal performance. However, when γ is small, the
overhearing-only suffers a lot. The overall hit ratios achieved
by the caching-only policy, LFU and LRU are constant, since
they are independent of the overhearing process. LFU achieves
similar performance as the caching-only policy. However, LRU
achieves much worse performance, since the most recently
used data item may not be popular in the near future due to
the individualized demand dynamics.

Next, we fix γ = 1 and change the cache size b. The results
are plotted in Fig. 8b. The caching and overhearing policy πT

still outperforms the other benchmarks. As for the overhearing-
only policy, the hit ratio will be a constant less than 1, when
the cache size is larger than a threshold. The reason is that
the overall overhearing rate is too low, and cache is not full
even when we maximize the overhearing utilization (i.e., set
ωi = 0). As a result, further increasing the cache size will not
lead to a higher hit ratio. The caching-only policy, LFU and
LRU can achieve a hit ratio 1, when the cache is large enough
to store all items (i.e., b = N = 1000).
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Fig. 9: Overall hit ratio with event-driven overhearing.

Experiment 2: In this experiment, we simulate the event-
driven overhearing. Consider N = 1000 data items with
βi = c · i−0.8, c = 1/

∑N
i=1 i

−0.8 and si = 1/βi for
1 ≤ i ≤ N . We evaluate the overall hit ratios achieved by
the proposed overhearing and caching policy πE as well as
other benchmarks, and compare them with the upper bound
of the optimal hit ratio derived in Equation (9). Note that the
policy πE is solved using an estimation phase with duration
10000 based on discussions in Section IV-C.

First, we set the cache size b = 50 and evaluate the hit
ratios for different numbers of caches. The results are plotted
in Figure 9a. The proposed caching and overhearing policy
always achieves the best performance. When M is small, the
overhearing-only policy achieves a much lower hit ratio than
the caching-only policy. When M is large, the overhearing-
only policy outperforms the caching-only policy. In addition,
the hit ratios achieved by the caching and overhearing policy
are getting closer to the upper bound hupper as M increases,
which validates the asymptotic optimality. LFU achieves sim-
ilar performance to the optimal caching-only policy and LRU
achieves the worst performance.

Next, we set M = 50 and evaluate the hit ratios for
different cache sizes. The results are presented in Figure 9b.
The proposed caching and overhearing policy πE always
achieves the best performance. When the cache size is less
than 500, the overhearing-only policy outperforms the caching-
only policy, because M is relatively large to generate sufficient
overhearing opportunities. However, for b > 500, when we
further increase the cache size, the overhearing-only policy
cannot achieve a larger hit ratio. At this time, the overhearing
opportunities become the bottleneck of the system, and the
cache space cannot be fully utilized due to the lack of
overhearing opportunities. In contrast, the proposed caching
and overhearing policy, the caching-only policy, LFU and LRU
can always benefit from a larger cache size.

VII. CONCLUSION

Edge caching typically serves a very small group of users
with individualized data demand. Hence, caching schemes for
an edge need to be substantially different from those at the
core that serves a large population of users. In this paper, we
developed new caching policies optimized for individualized
data demand at the wireless edges. With the objective to
maximize the overall hit ratio, we proposed to actively evict
the data items that are not likely to be requested in the near
future and bring them back into the cache through overhearing
when they become popular again. In particular, when the
overhearing opportunities are time-driven, the optimization
problem turns out to be non-convex. Nevertheless, by ex-
ploiting an informative structure of the optimal solution, we
converted the original problem to a convex one and found the
optimal policy πT . When the overhearing opportunities are
event-driven, the overhearing processes become intractable.
Still, inspired by the optimality structure of the time-driving
overhearing setting, we proposed a caching and overhearing
policy πE which is asymptotically optimal as the total number
of caches increases. Both theoretical and numerical results
verified that the caching policies designed specifically for
edges could substantially improve the caching efficiency and
outperform the policies designed for the core.

APPENDIX A
PROOF OF THEOREM 1

Let πc(τi) = πco(τi,+∞) denote a caching-only policy that
never overhears. Let hc

i(τi) and rc
i(τi) denote the expected

hit ratio and cache occupancy of the data item di when it is
served by the policy πc(τi). Similarly, we can define πo(ωi) =
πco(0, ωi), ho

i (ωi) and ho
i (ωi). We will establish the following

lemma before proving Theorem 1.

Lemma 4. The expected hit ratio and cache occupancy
achieved by πco(τi, ωi) with τi ≤ ωi can be calculated by
hco(τi, ωi) = hc

i(τi)+ho
i (ωi) and rco(τi, ωi) = rc

i(τi)+ro
i (ωi).

Proof of Lemma 4. Assume there is a request for the data item
di at time 0 and the next request for di will arrive at time
σ > si. We will first analyze the probability of having a cache
hit of di at time σ, as well as the expected time when di is
stored in the cache in the time interval [0, σ].

P[cache hit at time σ| di is served by πco(τi, ωi)]

= P[σ > si + ωi and di is overheard during [ωi, σ]]

+ P[σ ≤ si + τi]

P[cache hit at time σ| di is served by πc(τi)]

= P[σ ≤ si + τi]

P[cache hit at time σ| di is served by πo(ωi)]

= P[σ > si + ωi and di is overheard during [ωi, σ]].

Hence, we have

P[cache hit at time σ| di is served by πco(τi, ωi)]

= P[cache hit at time σ| di is served by πc(τi)]

+ P[cache hit at time σ| di is served by πo(ωi)],
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which indicates hco(τi, ωi) = hc
i(τi)+ho

i (ωi), since the policy
is renewed after each data request.

Let T co, T c and T o denote the amount of time when di
is stored in the cache during [0, σ], if πco(τi, ωi), πc(τi) and
πo(ωi) are applied, respectively. We have T co = T c + T o,
which indicates rco(τi, ωi) = rc

i(τi) + ro
i (ωi).

Proof of Theorem 1. In order to prove Theorem 1, we will
derive the expected hit ratio and cache occupancy achieved
by πc(τi), π

o(ωi) in different parameter regions.
Case 1: τi ≤ ωi ≤ si
In this case, the cached data item di is evicted during the OFF
period. Thus, the caching-only policy πc(τi) always achieves
a 0 hit ratio and cache occupancy. For the overhearing-only
policy πo(ωi), without loss of generality, we assume that the
most recent request arrives at time 0. We will analyze the
probability that the next request for di is a hit, and its expected
cache occupancy. Let Xi denote the time when the next request
for di arrives, and Yi denote the time when we overhear di
for the first time after the deaf period. We have

ho
i (ωi) = P[The next request for di is a hit under πo(ωi)]

= P[Yi + ωi ≤ Xi]

= P[Yi + ωi ≤ si] + P[si < Yi + ωi ≤ Xi]

= 1− exp (−λi(si − ωi))

+ exp (−λi(si − ωi)) ·
λi

λi + βi

= 1− exp (−λi(si − ωi)) ·
β

λi + βi

The cache occupancy of πo(ωi) is

ro
i (ωi) =

1

E[Xi]
(P[Yi + ωi < si]

· E[Xi − Yi − ωi|Yi + ωi < si]

+ P[si < Yi + ωi ≤ Xi]

·E[Xi − Yi − ωi|si < Yi + ωi ≤ Xi])

=
1

E[Xi]

(
(1− exp(−λi(si − ωi)))

·
(

si − ωi
1− exp(−λi(si − ωi))

− 1

λi
+

1

βi

)
+ exp(−λi(si − ωi))

λi
λi + βi

1

βi

)
=

1

E[Xi]

(
si − ωi + exp(−λi(si − ωi))

βi
λi(λi + βi)

− 1

λi
+

1

βi

)
.

Case 2: τi ≤ si ≤ ωi
In this case, the expected hit ratio and cache occupancy of
the caching-only policy are all 0 similar to Case 1. For the

overhearing-only policy, we have

ho
i (ωi) = P[The next request for di is a hit under πo(ωi)]

= P[si < Yi + ωi ≤ Xi]

= exp (−λi(si − ωi)) ·
λi

λi + βi
,

ro
i (ωi) =

1

E[Xi]
P[si < Yi + ωi ≤ Xi]

· E[Xi − Yi − ωi|si < Yi + ωi ≤ Xi]

=
1

E[Xi]
exp(−λi(si − ωi))

λi
λi + βi

1

βi
.

Case 3: si ≤ τi ≤ ωi
In this case, ho

i (ωi) and ro
i (ωi) are exactly the same as those

in Case 2. As for πc(τi), we have

hc
i(τi) = P[The next request for di is a hit under πc(τi)]

= P[Xi ≤ τi]
= 1− exp(−βi(τi − si)).

The expected cache occupancy can be calculated as

rc
i(τi) =

1

E[Xi]
(P[Xi ≥ τi] · τi + P[Xi < τi] · E[Xi|Xi < τi])

=
1

E[Xi]
(P[Xi ≥ τi] · τi − P[Xi ≥ τi] · E[Xi|Xi ≥ τi]

+ P[Xi ≥ τi] · E[Xi|Xi ≥ τi]
+ P[Xi < τi] · E[Xi|Xi < τi])

=
1

E[Xi]
(−P[Xi ≥ τi] · E[Xi − τi|Xi ≥ τi] + E[Xi])

=
1

E[Xi]

1

βi
(1− exp(−βi(τi − si))).

Then applying Lemma 4 completes the proof.

APPENDIX B
PROOF OF LEMMA 1

The proof of Lemma 1 consists of two steps. In Step 1,
we will show that for τi ≤ si, there exists ω̃i such that
hco
i (τi, ωi) ≤ ho

i (ω̃i) and rco
i (τi, ωi) = ro

i (ω̃i); for τi > si,
there exists τ̃i such that hco

i (τi, ωi) ≤ hc
i(τ̃i) and rco

i (τi, ωi) =
rc
i(τ̃i). Next, in Step 2, we will show that the hrco

i (·) function
characterizes the upper boundary.
Step 1: For τi ≤ si, it is easy to observe that ω̃i = ωi
will satisfy the property. By applying Theorem 1, we can
verify that hco

i (τi, ωi) = hco
i (0, ωi) = ho

i (ω̃i) and rco
i (τi, ωi) =

rco
i (0, ωi) = ro

i (ω̃i).
For τi > si, we may first solve τ̃i as the unique solution

to the equation rco
i (τi, ωi) = rc

i(τ̃i). Then, we will prove that
hco
i (τi, ωi) ≤ hc

i(τ̃i). By applying Lemma 4, it is equivalent
to prove hc

i(τi) + ho
i (ωi) ≤ hc

i(τ̃i).
Since rco

i (τi, ωi) = rc
i(τi) + ro

i (ωi) = rc
i(τ̃i), we have

ro
i (ωi) = rc

i(τ̃i)− rc
i(τi) = (hc

i(τ̃i)− hc
i(τi)) /(βisi + 1),

where the second equation holds due to the fact that τ̃i >
τi > si and the linear relationship between hc

i and rc
i ,

which is illustrated in Fig. 6 and can be easily proved using
Theorem 1. Moreover, Theorem 1 also indicates that ro

i (ωi) ≥
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ho
i (ωi)/(βisi + 1). Therefore, we have hc

i(τ̃i) − hc
i(τi) ≥

ho
i (ωi), which completes Step 1.

Step 2: First of all, we will show that for any randomized
item policy πrco(qi, τ i,ωi) with |qi| = |τ i| = |ωi| = n ≥ 2,
there exist q̃i, τ̃ i and ω̃i with |q̃i| = |τ̃ i| = |ω̃i| = 2, such
that hrco

i (qi, τ i,ωi) ≤ hrco
i (q̃i, τ̃ i, ω̃i) and rrco

i (qi, τ i,ωi) =
rrco
i (q̃i, τ̃ i, ω̃i).

The item policy πrco(qi, τ i,ωi) is a randomization of n de-
terministic item policies πco(τ

(j)
i , ω

(j)
i ), 1 ≤ j ≤ n. As shown

in Fig. 10, we may plot the cache occupancies and the hit ratios
achieved by the deterministic item policies πco(τ

(j)
i , ω

(j)
i ),

1 ≤ j ≤ n, in a two-dimensional Cartesian coordinate system
where the x-axis represents the cache occupancy and the y-
axis represents the hit ratio. Based on Theorem 2, the cache
occupancy and hit ratio achieved by any randomized item
policy πrco(qi, τ i,ωi) must be in the convex hull of these
n points (i.e., a convex polygon).

Fig. 10: Randomized policies achieving hit ratios and cache
occupancies in a convex polygon.

Next, we may find πrco(q̃i, τ̃ i, ω̃i) as the item policy that
maximizes the expected overall hit ratio, while the cache
occupancy is the same as the one achieved by πrco(qi, τ i,ωi).
We can observe that πrco

i (q̃i, τ̃ i, ω̃i) must be on the boundary
of the convex polygon and is achieved by the randomiza-
tion of two deterministic policies. For example, in Fig. 10,
πrco
i (q̃i, τ̃ i, ω̃i) is a randomization of πco(τ

(1)
i , ω

(1)
i ) and

πco(τ
(4)
i , ω

(4)
i ).

Therefore, for any item policy in the set Πrco, there must
exist an item policy from the set

Π̂rco ∆
=
{
πrco

((
q, 1− q

)
,
(
τ (1), τ (2)

)
,
(
ω(1), ω(2)

))
:

0 ≤ q ≤ 1, 0 ≤ τ (j) ≤ ω(j), 1 ≤ j ≤ 2
}
.

that achieves the same cache occupancy and a higher (or the
same) hit ratio. An item policy in the set Π̂rco is a random-
ization of two deterministic item policies πco(τ (1), ω(1)) and
πco(τ (2), ω(2)). We have Π̂rco ⊂ Πrco. Based on the result
of Step 1, we may know that the any point on the upper
boundary of Rrco

i must be achieved by a randomization of
an overhearing-only item policy πo(ωi) and a caching-only
item policy πc(τi) for some ωi ≥ τi ≥ 0. Based on the result
of Step 1, we can further conclude that for any item policy in
the set Πrco, there must exist an item policy from the set{

πrco ((q, 1− q) , (τ, 0) , (+∞, ω)) :

0 ≤ q ≤ 1, 0 ≤ τ ≤ +∞, 0 ≤ ω ≤ +∞
}

that achieves the same cache occupancy and a higher (or
the same) hit ratio. By applying Theorem 1, we can show
that ho

i (r) ≥ hc
i(r) for 0 ≤ r ≤ ro

i (0) and ho
i (r

o
i (0)) ≤

hc
i(r

c
i(+∞)) = 1. Therefore, for any item policy in the set

Πrco, there must exist an item policy from the set

Π̃rco ={πo(ω) : ω ≥ 0}
∪ {πrco((q, 1− q), (+∞, 0), (+∞, 0)) : 0 ≤ q ≤ 1}

that achieves the same cache occupancy and a higher (or the
same) hit ratio.

APPENDIX C
PROOF OF LEMMA 2

Consider the overhearing-only item policy πo(ωi) with ωi ≥
si under the event-driven overhearing setting. Without loss of
generality, we assume that the most recent request arrives at
time 0. We will analyze the probability that the next request
for di is a hit, and its expected cache occupancy. Let Xi denote
the time when the next request for di arrives, and Yi denote
the time when we overhear di for the first time after the non-
overhearing period (i.e., after time ωi). We have

ho
i (ωi) = P[The next request for di is a hit under πo(ωi)]

= P[Yi + ωi ≤ Xi]

The cache occupancy of πo(ωi) is

ro
i (ωi) =

1

E[Xi]
P[Yi + ωi ≤ Xi]

· E[Xi − Yi − ωi|Yi + ωi ≤ Xi]

=
1

E[Xi]
P[Yi + ωi ≤ Xi]

· E[E[Xi − Yi − ωi|Yi + ωi ≤ Xi]|Yi]

=
1

E[Xi]
P[Yi + ωi ≤ Xi] · E [1/βi|Yi]

=P[Yi + ωi ≤ Xi]/(siβi + 1).

Therefore, we have hoi (r) = (siβi + 1)r for ωi ≥ si, or
equivalently, for 0 ≤ r ≤ rco

i (0, si).
Since the caching-only item policy πc(τi) is independent of

the overhearing process, the hit ratio and the cache occupancy
are the same as those in time-driving scenarios.

APPENDIX D
PROOF OF LEMMA 3

We want to show that for a given cache size b, any
achievable overall hit ratio must be no larger than hupper.
Consider an idealized setting, where we can always overhear
di and store it in the cache, 1 ≤ i ≤ N , immediately after its
OFF period. Let hideal

i (r) be the expected hit ratio of di when
the cache occupancy is r under the overhearing only item
policy πo(ωi). hideal

i (r) is defined for 0 ≤ r ≤ 1/(βisi + 1).
We can show that hideal

i (r) = (βisi+ 1)r. Note that a hit ratio
1 and a cache occupancy 1/(βisi+1) are achieved by πo(si).

By applying Theorems 1 and 2, it is easy to prove that
for any (r, h) ∈ Rrco

i , we have h ≤ hideal
i (r). Therefore, the
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maximal overall hit ratio of problem (3) should not exceed the
maximal overall hit ratio of the following problem

max
ri

N∑
i=1

pi · hideal
i (ri) (17)

subject to 0 ≤ ri ≤ 1,1 ≤ i ≤ N,
N∑
i=1

ri ≤ b.

Based on Equation (2), we have pi · hideal
i (ri) = pi(βisi +

1)ri = βiri/(
∑N
j=1 1/(sj + 1/βj)). Since the data items are

sorted such that βi is decreasing with respect to i, the optimal
solution to problem (17) is to set ri = 1/(siβi+1) for 1 ≤ i ≤
K, rK+1 = b−

∑K
i=j 1/(sjβj + 1) and ri = 0 for i > K+ 1.

And the achieved optimal overall hit ratio is
K∑
i=1

pi + pK+1 (βK+1sK+1 + 1)
(
b−

K∑
i=1

1

βisi + 1

)
∆
= hupper,

which is an upper bound for the overall hit ratio that achieved
by any feasible solution to problem (3). Therefore, we have
h∗(M) ≤ hupper for ∀M > 0.

APPENDIX E
PROOF OF THEOREM 4

Consider M edge caches with event-driven overhearing
opportunities. Assume that the data item di is served by the
item policy πo(si). We define Hi as

Hi
∆
= lim
T→∞

Number of hits for di during [0, T ]

Number of requests for di during [0, T ]
.

We first introduce the following lemma, where the proof the
provided in the technical report [43].

Lemma 5. Consider M edge caches with event-driven over-
hearing opportunities. If the data item di is served by the item
policy πo(si), then we have 0 ≤ 1−Hi ≤ 2

√
(βisi + 1)/M

almost surely.

Proof of Theorem 4. First, define an overhearing only policy
as follows. Let the overhearing only element policy πo(si)
serve di, 1 ≤ i ≤ K, where K in defined in (10). Based on
the definition of K, we have

∑K
i=1 r

o
i (si) ≤ b, where ro

i (si)
is the cache occupancy of di under πo(si). We serve dK+1 by
πo(sK+1), if

∑K+1
i=1 ro

i (si) ≤ b. Otherwise, we serve dK+1

by πo(ωK+1), such that ro
K+1(ωK+1) = 1−

∑K
i=1 r

o
i (si). We

note that
• if dK+1 is served by πo(ωK+1) with ωK+1 6= sK+1

under the proposed overhearing only policy, then based
on Lemma 2, we have ho

i (ωK+1) > hupper
i , where hupper

i

is the hit ratio of di under the idealized policy defined in
Section IV-B;

• the proposed overhearing only policy cannot outperform
πE , since the overhearing only policy is a feasible
solution of problem (8), while πE is the optimal solution.

Let ho
i (M) = E[Hi] denote the expected hit ratio of di

achieved by the proposed overhearing only policy. By applying
Lemma 5 and the fact that Hi is bounded, we have

ho
i (M) ≥ 1− 2

√
(βisi + 1)/M.

Under the idealized policy proposed in Section IV-B, the
hit ratios for di, K + 1 < i ≤ N , must be zeros. Therefore,
we can conclude that

hupper − hE(M) ≤ hupper −
N∑
i=1

pih
o
i (M)

≤
K+1∑
i=1

pi(1− ho
i (M))

≤
K+1∑
i=1

2pi
√

(βisi + 1)/M

≤ max
1≤i≤K+1

2
√

(βisi + 1)/M.
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