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ABSTRACT
The Least Recently Used (LRU) caching and its variants are used in

large-scale data systems in order to provide high-speed data access

for a wide class of applications. Nonetheless, a fundamental ques-

tion still remains: in order to minimize the miss probabilities, how

should the cache space be organized to serve multiple data flows?

Commonly used strategies can be categorized into two designs:

pooled LRU (PLRU) caching and separated LRU (SLRU) caching.

However, neither of these designs can satisfactorily solve this prob-

lem. PLRU caching is easy to implement and self-adaptive, but does

not often achieve optimal or even efficient performance because its

set of feasible solutions are limited. SLRU caching can be statically

configured to achieve optimal performance for stationary work-

load, which nevertheless could suffer in a dynamically changing

environment and from a cold-start problem.

To this end, we propose a new insertion based pooled LRU par-

adigm, named I-PLRU, where the data flows can be inserted at

different positions of a pooled cache. This new design can achieve

the optimal performance of the static SLRU, but retains the adapt-

ability of PLRU for resource sharing. Theoretically, we characterize

the asymptotic miss probabilities of I-PLRU, and prove that, for

any given SLRU design, there always exists an I-PLRU configura-

tion that achieves the same asymptotic miss probability, and vice

versa. We next design a policy to minimize the miss probabilities.

However, the miss probability minimization problem turns out to

be non-convex under the I-PLRU paradigm. Notably, we utilize an

equivalence mapping between I-PLRU and SLRU to efficiently find

the optimal I-PLRU configuration. We prove that I-PLRU outper-

forms PLRU and achieves the same miss probability as the optimal

SLRU under a stationary request arrival process. From an engi-

neering perspective, the flexibility of I-PLRU avoids separating
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the memory space, supports dynamic and refined configurations,

and alleviates the cold-start problem, potentially yielding better

performance than both SLRU and PLRU.
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1 MOTIVATION
LRU caching is widely used in large-scale data systems to accelerate

data access. Nevertheless, a fundamental question still remains: how

should the cache space be organized to serve multiple data flows?

Two commonly used approaches are the separated LRU (SLRU)

paradigm and the pooled LRU (PLRU) paradigm. However, neither

of these two designs can satisfactorily solve this problem.

SLRU Paradigm: Under the SLRU paradigm, the whole cache

space is separated into multiple LRU caches. Each data flow is

served by a dedicated LRU cache. We use S (θ ;C ) to denote the

SLRU paradigm serving M flows, where the total cache size is C
and the size of the LRU cache serving flowm is θmC , 0 ≤ θm ≤ 1,∑M
m=1 θm = 1, 1 ≤ m ≤ M . Although the cache space allocation (i.e.,

θm ’s) can be statically optimized to minimize the miss probability

for stationary workloads, it is difficult for SLRU to retain the optimal

performance when data statistics, e.g., data item popularities and

item request rates, are time-varying. Dynamically changing the

allocation may cause low utilization including cold-start problems

and memory fragmentation.

PLRU Paradigm: Under the PLRU paradigm, the whole cache

space is organized as a single LRU cache and serves all data flows

in a sharing manner. Specifically, data items are maintained in a list

according to the LRU policy and the requested data will always be

inserted at the head of the list. Although the PLRU paradigm enjoys

the self-adaptive property due to the resource pooling nature, it

does not support flexible configurations to optimize general system

objectives.

Since neither the SLRU or the PLRU paradigms can achieve satis-

factory performance in both static and dynamic environments, we
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are motivated to propose a new multi-flow LRU cache management

paradigm to solve the problem.

2 A NEW FLEXIBLE CACHING PARADIGM
In this paper, we propose an insertion based pooled LRU caching

design, named I-PLRU. Under the I-PLRU paradigm, the entire cache

space is organized as a single list. The data items from different

flows can be inserted at different positions of the list rather than

merely the head of the list. In Fig. 1, we present an example of 3

flows served by the I-PLRU paradigm. Note that the PLRU paradigm

Figure 1: Three data flows served by I-PLRU caching.

is a special case of the I-PLRU paradigm where all data flows are

inserted at the head of the list. ForM flows served by I-PLRU, the

whole list is separated intoM blocks (i.e., Bm , 1 ≤ m ≤ M) by the

insertion positions. Let I (η;C ) denote the I-PLRU paradigm where

the total cache size is C and the size of Bm is ηmC , 0 ≤ ηm ≤ 1,∑M
m=1 ηm = 1, 1 ≤ m ≤ M . By adaptively changing the insertion

positions, I-PLRU supports flexible and refined configurations for

each individual flow. We list the key advantages of I-PLRU over

PLRU and SLRU as follows.

(1) High Efficiency: I-PLRU supports flexible configurations to

optimize system performance. As one of the main results of

this paper, we show that I-PLRU can achieve the same miss

probabilities as the optimal SLRU paradigm, and significantly

improves the performance of conventional PLRU.

(2) High Adaptability: When configurations require adaptive

updates in dynamic environments, I-PLRU is less impacted

by the cold-start problem compared to SLRU. By changing

insertion positions rather than cache partitions, the memory

space under I-PLRU is not pre-allocated to a flow until suffi-

cient requests arrive. Consequently, the cache is always fully

utilized even when configurations are dynamically adapted.

2.1 Equivalence Mapping
In order to characterize the asymptotic performance of I-PLRU,

we establish the following equivalence mapping between an SLRU

configuration and an I-PLRU configuration.

Definition 2.1 (Equivalence). ConsiderM data flows and a total

cache size C . Let Xm (η;C ), 1 ≤ m ≤ M denote the cache space

occupied by flowm under the I-PLRU paradigm I (η;C ). We say

that the I-PLRU paradigm I (η;C ) and the SLRU paradigm S (θ ;C )
are equivalent, denoted by

I (η;C ) ≡ S (θ ;C ),

if, for any 1 ≤ m ≤ M , as the total cache size C → ∞

Xm (η;C )

θmC

a .s .
−→ 1.

According to Definition 2.1, the cache space occupied by each

flow under an I-PLRU paradigm is concentrated around the cache

space allocated to that flow under the equivalent SLRU paradigm.

In addition, we prove that under equivalent I-PLRU and SLRU

paradigms, each flow achieves the same asymptotic miss probability.

Therefore, in order to characterize the asymptotic miss probabilities

under an I-PLRU paradigm, it suffices to find its equivalent SLRU

paradigm and apply preliminary results on SLRU caching. In this

paper, we propose effective algorithms to find the equivalent SLRU

configuration for a given I-PLRU configuration and vice versa.

Theorem 2.2. Consider M data flows served by an I-PLRU par-
adigm I (η;C ). Let F1 (η;C ) denote the output of Algorithm 1 of [1]
with η and C as its input. If the popularity of each flow follows a
Zipf’s distribution, then under mild conditions, we have

I (η;C ) ≡ S (F1 (η;C );C ).

Theorem 2.3. Consider M flows served by an SLRU paradigm
S (θ ;C ). Let F2 (θ ;C ) be the output of Algorithm 2 of [1] with θ andC
as its input. If the popularity of each flow follows a Zipf’s distribution,
then under mild conditions, we have

S (θ ;C ) ≡ I (F2 (θ ;C );C ).

Moreover, we prove that the equivalence mapping defined by

Algorithms 1 and 2 is one-to-one in the asymptotic regime.

2.2 Optimal I-PLRU for Minimizing Misses
Let Qπ

m denote the miss probability of flowm under the caching

paradigm π (e.g., SLRU, I-PLRU). Letwm ≥ 0, 1 ≤ m ≤ M . Define

the miss probability minimization (MPM) problem as

min

π

M∑
m=1

wm ·Q
π
m

subject to The total cache size is C .

Notably, the MPM problem under I-PLRU is non-convex. However,

we are able to find the optimal I-PLRU configuration η∗ by first

solving the MPM problem under SLRU which is convex and then

applying Algorithm 2 to find the equivalent I-PLRU configuration.

Theorem 2.4. Let η∗ denote the optimal I-PLRU configuration and
θ∗ denote the optimal SLRU configuration. Under mild conditions, we
have, for 1 ≤ m ≤ M , as C → ∞

η∗ ∼ F2 (θ
∗
;C ),

Q I-PLRU
m (η∗;C ) ∼ QSLRU

m (θ∗;C ).

For f (x ) = ( f1 (x ), · · · , fM (x )) ∈ RM , and д(x ) = (д1 (x ), · · · ,
дM (x )) ∈ RM , f (x ) ∼ д(x ) means limx→∞ fm (x )/дm (x ) = 1, 1 ≤

m ≤ M . Applying Theorem 2.4, we solve the MPM problem under

I-PLRU in the asymptotic regime, and prove that the optimal I-PLRU

achieves the same asymptotic miss probability as the optimal SLRU.

In real-world applications, the popularity may not follow a Zipf’s

distribution, and could be unknown and time-varying. We propose

heuristic algorithms in the full paper [1] to address these problems.
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